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ABSTRACT
A time-dependent analytical solution is found for the velocity of a plane ionization wave generated under nanosecond laser pulse action
on the surface of a flat layer of low-Z porous substance with density less than the critical density of the produced plasma. With corrections
for the two-dimensional nature of the problem when a laser beam of finite radius interacts with a flat target, this solution is in quantitative
agreement with measurements of ionization wave velocity in various experiments. The solution compared with experimental data covering
wide ranges of performance conditions, namely, (3–8) × 1014 W cm−2 for laser pulse intensity, 0.3–3 ns for pulse duration, 0.35–0.53 μm
for laser wavelength, 100–1000 μm for laser beam radius, 380–950 μm for layer thickness, 4.5–12 mg cm−3 for average density of porous
substance, and 1–25 μm for average pore size. The parameters of the laser beam that ensure the generation of a plane ionization wave in a
layer of subcritical porous matter are determined for the problem statements and are found to meet the requirements of practical applications.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0157904

I. INTRODUCTION

Plasmas produced by the action of lasers on low-density porous
substances are of great interest for research into fundamental plasma
phenomena, as well as with regard to possible practical applications.
Here, the porous substances should have density close to the critical
plasma density corresponding to short-wavelength laser radiation,
such as the first three harmonics of an Nd laser. Such media with
density in the approximate range of 1–10 mg cm−3 have a very high
porosity, exceeding 0.95. This high porosity, where voids occupy
more than 95% of the substance’s volume, determines the distinctive
features of laser interaction with the substance and the properties
of the produced plasma. These features are associated with the fact
that the plasma creation is accompanied by a leveling of density
(homogenization). Homogenization occurs as a result of the ion–ion
Coulomb scattering when plasma flowing from the heated pore
walls collides inside the pores. The homogenization rate depends
on the parameters of the porous structure and the power of the
heating source power. In a high-porosity substance, multiple col-
lisions of plasma flows inside a single pore are needed for density
equalization.1 For this reason, the laser-produced plasma exists in a

state of partial homogenization for a relatively long period of time,
comparable to the duration of the heating laser pulse duration.1,2

Even in a porous substance with supercritical average density, laser
light is absorbed in the volume of partially homogenized plasma
with geometric transparency depth, where it can penetrate through
micro-sized regions with subcritical density. This explains not only
the high fraction of nanosecond laser pulse energy absorbed in low-
density porous media, but also the weak dependence of its value
on the laser wavelength. In experiments,3–8 it was found that up to
80%–90% of the radiation energy of the first three Nd-laser har-
monics was absorbed in porous substances with both subcritical
and supercritical densities. The peculiarities of the thermodynamic
and transport properties of a partly homogenized plasma are related
to the fact that some fraction of the internal energy is contained
in the energy of turbulent motion of plasma flows. This is the
reason for the delayed formation of hydrodynamic motion and sup-
pression of electron heat conductivity during the homogenization
period.1,2

Low-Z porous media such as porous plastics (CHn) and cel-
lulose triacetate (TAC) with density from several to several tens of
mg cm−3 have a micro-sized structure consisting of interconnected
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open or closed pores. The pore configuration is determined by solid
elements in the form of flat membranes, extended filaments, or a
mixed membrane–filament structure. The structural parameters of
these substances can vary over a wide range.9 The average pore
size can range from several tens of micrometers to submicrometer
values, with the respective thicknesses of the solid elements (mem-
branes or filaments) also being on the micrometer and submicrom-
eter scales. Such media can withstand the addition of nano-sized
clusters of heavy chemical elements such as gold or copper with mass
fractions up to 20%–30%.9

In high-energy-density physics, interest in laser-produced plas-
mas of low-density porous media is associated mainly with the
research into laser thermonuclear fusion (inertial confinement
fusion, ICF) and equations of state (EOS) of matter. In the first
case, it has been proposed to use porous substances as absorbers
of laser pulse radiation, thus providing effective smoothing of
inhomogeneities in target heating.10–12 In the second case, such
absorbers can provide the generation of shock waves with control-
lable spatial–temporal propagation characteristics.13–16 An impor-
tant property of these porous substances in this context is that,
unlike gaseous media, they does not impose special technical
requirements when used in experiments.

The formation of laser-produced plasmas of porous substances
with supercritical density occurs, ultimately, under conditions of
shock wave generation. By contrast, in substances with subcrit-
ical density, the absorbed laser energy transfer is provided by
an ionization wave expanding the region where laser radiation is
absorbed. This paper is devoted to the development of a theory of
just such a phenomenon of a laser-supported ionization wave in a
porous substance with subcritical density. The first model of a laser-
supported ionization wave in a porous substance with account taken
of the homogenization process, was proposed in Ref. 17, where a
time-integrated correction was calculated for the solution given in
Ref. 18 for the velocity of the ionization wave in a continuous
substance with subcritical density. The effect of ionization wave
deceleration in a porous substance in comparison with the case of a
continuous substance was confirmed in various experiments.3,4,19–25

The model in Ref. 17 has been used in one or another form for
numerical simulations of nanosecond laser pulse interaction with
porous substances.8,16,19,26–31

In the present paper, an analytical solution is obtained for the
velocity of a nonstationary laser-supported ionization wave and for
the thermodynamic characteristics of the produced plasma, consid-
ering their dependence on the parameters of the porous substance
and the heating laser pulse. Section II presents the solution for a
plane ionization wave. The one-dimensional (1D) model is a key
result of this paper, since it is plane waves that are of interest for
the above noted applications. Section III is devoted to testing of
the 1D solution on the basis of experimental results. To compare
the results of the theory with those of experiments, all of which
were performed by irradiating a flat target with a laser beam of
a finite radius, the 1D solution is supplemented with corrections
describing the influence of two-dimensional (2D) effects. Finally,
in Sec. IV, the parameters of the laser beam that ensure the gen-
eration of a plane ionization wave in a layer of porous material of
subcritical density are determined for wide ranges of laser and target
parameters.

II. ANALYTICAL SOLUTION FOR NONSTATIONARY
LASER-SUPPORTED IONIZATION WAVE IN POROUS
LAYER OF FINITE THICKNESS

The propagation is considered of a plane ionization wave
induced by a laser pulse (with a time-constant intensity) in a layer
of porous substance with average density smaller than the critical
density of the produced plasma. The ionization wave is understood
as the wave expanding the boundary of the region of the medium
where laser radiation absorption occurs.18 Plasma heating behind
the wave front is considered in the approximation of the absence of
thermal energy conversion into hydrodynamic motion and intrin-
sic radiation energies. An approximate analytical solution for the
velocity of such a wave can be constructed using two velocity scales.
The first is the velocity Dh of the homogenization wave (H wave),
behind the front of which a density-aligned plasma is formed. The
duration of single-pore homogenization decreases with increasing
temperature increase,1,2 and therefore the H-wave velocity increases
as the substance heats up. The second scale is the velocity Dc of
the ionization wave in a continuous substance of subcritical den-
sity, which will henceforth be termed the ordinary ionization wave
(OI wave). The OI-wave propagation is caused by an increase in the
length of inverse bremsstrahlung absorption of laser radiation. The
OI-wave velocity Dc at the time-constant laser intensity is given by a
well-known self-similar solution,18 according to which the OI-wave
velocity decreases as the substance heats up.

Since the velocities Dh and Dc have opposite temperature
dependences, there is an initial time interval 0 ≤ t ≤ td of low-
temperature existence when the velocity Dc exceeds the velocity Dh.
During this interval, the ionization wave velocity D is given by the
H-wave velocity: D = Dh. At this stage, homogenization decelerates
the ionization wave in a porous substance compared with its propa-
gation in an equivalent continuous substance. As soon as the velocity
Dc becomes less than the velocity Dh, ionization wave propagation is
caused by the increasing depth of inverse bremsstrahlung absorption
in the homogenized substance. The OI wave does not allow H-wave
propagation ahead of itself, since all laser light is absorbed behind the
OI-wave front and does not go beyond its boundary. Therefore, at
t ≥ td, the ionization wave velocity is given by the OI-wave velocity:
D = Dc.

Let us determine the velocities Dc and Dh, as well as the time
td, which constitute the essence of the above-described algorithm
for constructing the solution for the ionization wave in a porous
substance with subcritical density. The self-similar solution from
Ref. 18 describes the propagation of a plane ionization wave under
the action of a laser radiation flux with a constant intensity I on
the surface of a half-space of motionless plasma in which the den-
sity ρ is less than the critical density and the electron temperature
T is equal to the ion temperature. The solution was obtained using
the inverse bremsstrahlung absorption coefficient of laser radiation
in the form κ = κ0ρ2/T3/2. The maintenance of the one-temperature
plasma state and lack of movement during the entire period of wave
propagation is supported. In Ref. 32, a simplified approach was used
to describe the ionization wave velocity based on the self-similar
solution from Ref. 18. The wave velocity was determined using the
time scale of the self-similar solution for temperature, assuming that
the temperature is uniformly distributed over the space behind the
wave front. In the absence of material motion and any other losses
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of plasma internal energy, the ionization wave velocity and plasma
temperature are related by a simple balance equation СV DcTρ = I at
a constant specific heat capacity СV . In this paper, the approach from
Ref. 32 described above is used to construct an analytical model.
The expressions for wave velocities and temperatures differ from the
corresponding expressions in Ref. 32 only by a constant coefficient,
the introduction of which makes it possible to take into account
the effect of the model approximations on the basis of experimen-
tal results. Then, the OI-wave velocity and the average temperature
behind the OI-wave front are given by the following expressions:18,32

Dc[ cm/s−1
] ≈ 9.5 × 104βc

A7/5

Z6/5 (
γ − 1
Z + 1

)
3/5 I3/5

15

ρ7/5λ4/5
μm t2/5

ns
, (1)

Tc[ keV] ≈ 63.1(
γ − 1
Z + 1

)
2/5 I2/5

15 Z6/5ρ2/5λ4/5
μm t2/5

ns

βcA2/5 , (2)

where tns is the time measured in ns, λμm is the laser radiation
wavelength measured in μm, I15 is the laser intensity measured in
1015 W cm−2, ρ is the plasma density measured in g cm−3, Z and
A are the charge and atomic number of plasma ions, γ is the adia-
batic index, and βc is the constant coefficient mentioned above. The
OI-wave velocity increases when the laser wavelength and plasma
density decrease. The OI-wave velocity and the temperature behind
its front increase with laser intensity as Dc ∝ I3/5 and Tc ∝ I2/5. In
contrast to the velocity, the temperature increases with increasing
plasma density and laser wavelength. The velocity Dc decreases with
time, according to the law Dc ∝ t−2/5. The temperature, by contrast,
increases with time, according to the law Tc∝ t2/5.

To find the H-wave velocity, the results of Refs. 1 and 2 related
to the homogenization model of a low-density, high-porosity sub-
stance will be used. In Refs. 1 and 2, on the basis of a calculation
of diffusion broadening of the homogenized plasma region as a
result of ion–ion Coulomb scattering when the plasma flows from
heated pore walls collide inside a pore, the following expression was
obtained for the homogenization time of a single pore:

th(s) =
δ2

0

V2
i τii
≈ 2.4 × 10−11 Z4δ2

0ρ
A1/2T5/2 , (3)

where V i is the ion velocity of the colliding plasma flows, τii is the
time of ion–ion collisions, T is the temperature of the heated pore
walls in keV, ρ is the average density of the porous substance in
g cm−3, and δ0 is the average pore size in μm. The size δ0 is related
to the average thickness b0 of the solid pore elements by the ratio2

δ0 = b0(
ρs

ρ
)

α

, (4)

in which ρs is the initial density of the pore wall material, and the
fractal parameter α of the porous structure depends on the shape of
solid elements and is equal to (v + 1)−1, where v = 0, 1, and 2 for flat
(membranes), cylindrical (filaments), and spherical solid elements,
respectively. For micro-sized porous substances having, as a rule, a
mixed membrane–filament structure, α = 0.8.

Homogenization in a substance with a structure of closed pores
occurs sequentially as the density in a neighboring pore located
closer to the laser-irradiated surface becomes less than the critical

density. The H-wave velocity is defined as Dh ≈ δ0/th. In the case
of open pores, the initial homogenization occurs simultaneously in
several pores located at a depth of geometric transparency from the
irradiated surface, which, according to Ref. 2, is calculated as

L ≈ 5 × 10−4
(

ρs

ρ
)

1−α

δ0. (5)

Further homogenization occurs sequentially from pore to pore, as
in the case of a closed pore structure. Therefore, in a layer with
open pore structure, the thickness of which significantly exceeds
the length of geometric transparency, the H-wave velocity can
be approximately determined in the same way as in a substance
with closed pore structure. Then, using (3) and the energy balance
equation

DhCV Thρ = I, (6)

in which CV = (Z + 1)kB/(γ − 1)Amp is the specific heat capacity
(kB is the Boltzmann constant and mp is the proton mass), we obtain
the following expressions for the H-wave velocity and the average
temperature behind its front:

Dh[ cm/s−1
] ≈ 8.1 × 106βh(

γ − 1
Z + 1

)
5/7 A6/7I5/7

15

Z8/7δ2/7
0 ρ

, (7)

Th[ keV] ≈ 1.3 × β−1
h [

Z4A1/2
(γ − 1)I15δ0

Z + 1
]

2/7
, (8)

when

δ0 < L0 ≪ S. (9)

Here, S is the thickness of the porous layer, and βh is the constant
coefficient that corrects for the use of a modeled description of the
porous structure and takes into account the efficiency of laser energy
absorption.

Let us consider the scope of applicability of the proposed
H-wave model. The expression (3) for the homogenization time is
derived in the approximation of collisions of plane flows of matter
inside the pores. The use of this approximation is justified for sub-
stances with a large porosity exceeding values of the order of 0.95,
at which a plasma flow will fly within a pore distances 5–10 times
greater than the initial wall thickness. With a decrease in porosity,
the result becomes sensitive to the geometry of the initial porous
structure, which can apparently be correctly taken into account
only through numerical calculation. To simplify the calculations, the
expression (3) does not include an additional term associated with
the primary expansion of the substance within a pore. This approxi-
mation is valid when the pore size significantly exceeds the ion mean
free path. Both of the limitations noted here determine the range of
applicability area of the H-wave model, as δ0 ≫ b0 and δ0 ≫ Lii/3.
For the problem under consideration, both constraints are satisfied.
First, the ratio of pore size to wall thickness for porous media used
in modern experiments is several tens. Second, the ion mean free
path for the density of the substances under consideration of several
mg cm−3 and for the keV temperature of the produced plasma is
about 0.1 μm. This is much smaller than the pore size of even
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fine-pore media with a pore size of about 1 μm. Finally, the model
can only be applied to sufficiently thick layers, the thickness of which
significantly exceeds the geometric transparency length S≫ L. Using
(5) with the value of fractal parameter α = 0.8, it is found that this
condition is satisfied for S(μm) ≫ 5(ρs/ρ)1/5δ0. At the ratio ρs/ρ
= 102, the thicknesses of the layers of a fine-pore substance with a
pore size δ0 = 1 μm and a large-pore substance with a pore size δ0
= 10 μm should significantly exceed 10 and 100 μm, respectively.

The homogenization model can be used outside the framework
of the one-temperature approximation. In this case, the ion temper-
ature should be used in (3). In Ref. 1, the effect of an excess of the
ion temperature over the electron temperature was predicted as that
due to the predominant transfer of internal energy into the thermal
energy of ions in the process of homogenization. The effect was con-
firmed by experiments,33 in which, for the considered highly porous
media, the excess of the ion temperature was 30%–50%. However,
in this paper, to simplify the calculations, the single-temperature
plasma approximation is used. The influence of the ion temperature
effect is implicitly taken into account through the coefficient βh.

According to (7), the H-wave velocity increases with increas-
ing laser intensity, as well as with decreasing density ρ and pore
size δ0. The temperature behind the H-wave front also increases
with increasing laser intensity, but more weakly compared with the
velocity Dh. It also increases with increasing pore size, but does not
depend on density.

Equating the expressions (1) and (7), we obtain the following
expression for the deceleration time td:

td[ ns] ≈ 1.47 × 10−5
(

βc

βh
)

5/2
(

Z + 1
γ − 1

)

2/7 A19/14δ5/7
0

Z1/7ρλ2
μmI2/7

15

. (10)

The deceleration time depends weakly on charge Z and laser inten-
sity I. This time increases quite strongly with decreasing density ρ
and laser wavelength λ, as well as with increasing pore size δ0.

Thus, the solution for the ionization wave velocity in a porous
substance of subcritical density is

D = Dh ×

⎧⎪⎪
⎨
⎪⎪⎩

1, τ ≤ 1,

τ−2/5, τ ≥ 1,
(11)

where τ = t/td is the current time normalized by the deceleration
time td, which is given by the expression (10); the velocity Dh is given
by the expression (7).

For practical applications, the duration of ionization wave
propagation through a porous substance layer of given thickness is
an important factor. Here, the degree of passage delay in the porous
substance layer compared with an equivalent layer of continuous
matter is a useful criterion. An elementary integration of the solu-
tion (11) makes it possible to find the analytical time dependence of
the distance traveled by the ionization wave in a porous layer. As a
result, the time tp of wave passage through a layer of given thickness
S as well as the time-depended temperature T behind the wave front
are found:

T = Th ×

⎧⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎩

1, τ ≤ 1,

3
5
⎛

⎝

τ
τ3/5
− 2

5

⎞

⎠
, τ ≥ 1,

(12)

tp = tc ×

⎧⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎩

(
5
3
)

5/3
τ−2/3

s , τs ≤ 1,

(1 +
2

3τs
)

5/3
, τs ≥ 1⋅

(13)

Here, Th is the temperature behind the H-wave front, which is given
by the expression (8), and tc and ts are the durations of passage of
the OI wave and H wave, respectively, through the layer of thickness
S, respectively:

tc = td(
3
5

τs)
5/3

, (14)

ts =
S

Dh
, (15)

where τs = ts/td [with td given by the expression (10)].
According to (13), the delay degree tp/tc increases with decreas-

ing parameter τs = ts/td ≡ S/(Dhtd). If τs ≤ 1, the ionization wave
travels through the layer with the H-wave velocity. According to (7)
and (10), this is the case for layers whose thicknesses are less than
the limiting value

Sh[μm] ≈ 1.2 × 10−3 β5/2
c

β3/2
h

(
γ − 1
Z + 1

)
3/7 A31/14δ3/7

0 I3/7
15

Z9/7ρ2λ2
μm

. (16)

This value grows strongly (according to a quadratic law) with
decreasing density and laser wavelength, and increases moderately
with increasing pore size and laser intensity. The delay degree is
greater the smaller the ratio of the layer thickness S to the distance
that the H-wave travels during the deceleration time td. There-
fore, ceteris paribus, the delay degree increases with decreasing layer
thickness S and increasing deceleration time td. According to (13),
the limiting case τs → 0 as S → 0 corresponds to the ratio tp/tc
→∞, i.e., the limiting case in which the OI wave does not have the
ability to propagate in the layer of porous matter. With increasing
layer thickness, the delay degree decreases in the boundless layer
S → ∞, which means τs → ∞, tp/tc → 1, which, in fact, means
OI-wave propagation.

III. COMPARISON WITH EXPERIMENT
The goal of this section is to establish the values of the coeffi-

cients βh and βc in the expressions (1) and (7) on the basis of data
on laser-driven ionization wave velocity in a subcritical porous sub-
stance measured in experiments that we were able to find in the
literature. Table I shows the data on these experimental conditions
and the wave velocity determined as the ratio of the porous layer
thickness S to the time tex of wave arrival at the rear side of the layer.
The experiments were performed with nanosecond laser beams that
provides intensities in the range of (3–8) × 1014 W cm−2 at radiation
wavelengths in the range of 0.35–0.53 μm. The pulses with simple
temporal profiles such as square- or trapeze-like were used. In all the
experiments, porous substances based on light chemical elements
with average values of charge and atomic number of about Z = 4
and A = 8, respectively, were used. The average substance density in
all experiments ranged from 4.5 to 12 mg cm−3.
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With the exception of the JLF experiment, a fine-pore substance
with an average pore size of about 1 μm was studied in all experi-
ments. In the JLF experiment, a large-pore substance with a pore size
of 25 μm was used. The Shenguang III experiment differed from the
others in the scheme of target irradiation, where each of the layer
surfaces was irradiated by a pair of obliquely incident laser beams.
All other experiments were performed with one-side irradiation by
a single normally incident beam.

In all experiments, with the exception of the LIL experiment,
the laser beam radius was significantly smaller than the layer thick-
ness. Therefore, comparison of the 1D solution (11) with the exper-
imental data under consideration is possible only when account is
taken of corrections describing the 2D effects of laser beam interac-
tion with target. These corrections, first of all, should describe energy
losses caused by substance motion in the transverse direction with
respect to the H-wave and OI-wave direction, which still coincides
with the direction of laser beam incidence. An approximate way to
introduce such corrections is to consider a 2D ionization wave in
the form of a hybrid wave with different front propagation veloci-
ties in the longitudinal and transverse directions. In the longitudinal
direction, a wave front with cross section equal to that of the laser
beam propagates with the velocity of a plane ionization wave. In the
transverse direction, the wave front is formed as a result of trans-
verse shock wave propagation. Its surface is the lateral surface of a
truncated cone of height equal to the distance travelled by the plane
ionization wave. The small base of the cone represents the forward
wave’s front and has a radius equal to the laser beam radius. The
large base of the cone is located on the irradiated surface. Its radius
is equal to the sum of the laser beam radius and the distance that the
transverse shock wave supported by the H wave or OI wave travels to
a given moment. A description of such a hybrid wave can be approx-
imately constructed by distributing the flow of input laser energy
over the entire surface of the wave front. This means replacing the
laser pulse intensity I by an effective value I∗, reduced in compari-
son with I by the ratio of the cross-sectional area of the laser beam
to the surface area of the hybrid wave front. Using this approach,
for the velocity of the longitudinal OI wave or H wave as part of a
hybrid wave, one can use the expressions (1) and (7), respectively,
for the 1D OI wave or 1D H wave, but with the laser intensity of the
incident laser beam I replaced by the effective intensity I∗:

Dh∗ = Dh (
Ih∗
I
)

5/7
, Dc∗ = Dc (

Ic∗
I
)

3/5
. (17)

We can then apply the algorithm used in Sec. II to construct a solu-
tion based on OI-wave and H-wave competition by means of the
deceleration time td∗ determined from the equality of the velocities
of these waves. The hybrid wave front area can be determined using
the method of successive approximations when the velocities of the
longitudinal OI and H waves are calculated using the expressions (1)
and (7) for the 1D OI and 1D H waves, respectively, and the veloci-
ties of the corresponding transverse shock waves are calculated from
the temperatures behind the fronts of the 1D OI and 1D H waves.
Then, at S > R, the effective intensity I∗ for the H wave or OI wave
during the period of its propagation through a layer of thickness S is
given by

I(h,c)∗ = I(1 +
1
6

S
R

Ds(h,c)
Dh,c

)

−2

, (18)

where Ds(h,c) is the velocity of the transverse shock wave initiated by
the H wave or OI wave.

The velocities of the transverse shock waves are calculated
according to the formula Ds(h,c) = [2(γ − 1)CV Th(c)/(γ + 1)]1/2, where
the temperatures behind the fronts of the 1D OI and 1D H waves, Tc
and Th, are determined by the formulas (2) and (8). This procedure
gives the following expressions for the velocities:

Ds(c) = 2.3 × 108 Z3/5
(Z + 1)3/10

(γ + 1)1/2
(γ − 1)1/5

A7/10β1/2
c

(ρI15λ2
μmtns)

1/5,

(19)

Ds(h) = 2.55 × 107 (γ + 1)1/2
(γ − 1)1/7

(Z + 1)5/14Z4/7δ1/7
0 I1/7

15

A3/7β1/2
h

.

(20)
In further calculations, the following expressions derived from (1)
and (7) and from (19) and (20) at γ = 5/3 are used, with the values
Z = 4 and A = 8 corresponding to the porous substances studied in
experiments:

Dc[cm/s−1
] ≈ 9.9 × 104 βcI3/5

15

ρ7/5λ4/5
μm t2/5

ns
, (21)

Ds(c)[ cm/ s] ≈ 3 × 108 (ρI15λ2
μmtns)

1/5

β1/2
c

, (22)

Dh[cm/s−1
] ≈ 2.35 × 106 βhI5/7

15

δ2/7
0 ρ

, (23)

Ds(h)[cm/s−1
] ≈ 6.3 × 107 δ1/7

0 K1/7
p I1/7

15

β1/2
h

. (24)

Using (21)–(24), we then obtain the following expressions for the
effective intensity in the cases of an OI wave and an H-wave,
respectively:

Ic∗ = I
⎛

⎝
1 + 2.5 × 102 S

R
ρ8/5λ6/5

μm t3/5
ns

I2/5
15 β3/2

c

⎞

⎠

−2

, (25)

Ih∗ = I
⎛

⎝
1 + 4.4

S
R

δ3/7
0 ρ

β3/2
h I4/7

15

⎞

⎠

−2

. (26)

The greater the 2D effect, the smaller is the ratio I∗/I. According
to (25) and (26), in both cases, this effect becomes greater with
increasing density ρ and with decreasing nominal laser intensity I
and decreasing ratio R/S. In addition, in the case of an OI wave,
the 2D effect increases with increasing laser wavelength and wave
passage time. In the case of an H wave, the 2D effect increases with
increasing pore size.

Taking into account the relationship between the statement of
the theoretical model and the experimental conditions, a direct com-
parison of theoretical and experimental results will be carried out for
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TABLE I. Experimental conditions.a

Experiment
I (1014

W cm−2)
τL

(ns)
λ

(μm)
R

(μm)
S

(μm)
ρ

(mg cm−3)
δ0

(μm)
tex

(ns)
Dex (107

cm s−1) Notes

Gekko-1221 3 3 0.35 100 500 10 ∼1 1.7 2.9 Normal incidence of
LIL6 4 2.7 0.35 1000 950 10 ∼1 1.6 6 third-harmonic Nd-laser beam

PALS22,23 4 0.32 0.44 150 380 4.5 ∼2 0.5 7.6 Normal incidence of
PALS22,23 4 0.32 0.44 150 400 9 ∼2 1.3 3.1 third-harmonic I-laser beam

JLF24 3 2 0.53 100 442 12 25 1.4 3.16 Normal incidence of
second-harmonic Nd-laser beam

Shenguang III 4–8 1 0.35 250 800/2 10–12 ∼1 ⋅ ⋅ ⋅ 3–3.5 Oblique incidence of two beams of
prototype25 third-harmonic Nd-laser radiation
aI is the laser intensity (at half-maximum), τL is the pulse duration, λ is the laser wavelength, S is the layer thickness, ρ is the average substance density, δ0 is the average pore size, tex

is the time of wave arrival at the rear side of the layer, and Dex = S/tex is the average ionization wave velocity.

the Gekko-12 and LIL experiments, as well as for the PALS exper-
iment with a layer of substance density 4.5 mg cm−3. In all these
experiments, the layers have a thickness significantly larger than
the geometric transparency length, which is a necessary condition
for the existence of an H wave. In addition, the layer thicknesses
and pulse durations in these experiments corresponded to a wave
passage time through the layer that was less than (or close to) the
laser pulse duration. The data related to these experiments, which
will be referred to as the basic ones, are presented in the first three
rows of Table I. For the remaining experiments in Table I, a par-
tial comparison will be carried out, together with discussion of
several results of these experiments that are due to their specific
conditions.

First of all, we note that the ionization wave velocities in the
basic experiments differed significantly, which was due to the dif-
ferences in experimental conditions. Thus, in the LIL experiment,
the wave velocity was more than twice that in the Gekko-12 experi-
ment. These experiments differed in their ratio of layer thickness to
beam radius. This parameter in the LIL experiment (S/R = 1) was
one-fifth of that in the Gekko-12 experiment (S/R = 5). In the PALS
(4.5 mg cm−3) experiment, the ionization wave velocity significantly
exceeded not only the Gekko-12 result, but also the LIL result. The
PALS (4.5 mg cm−3) experiment was distinguished by the fact that
the density of the porous substance was 2.2 times smaller than that
in the Gekko-12 and LIL experiments.

The comparison with the results of the basic experiments pre-
sented below demonstrates that the model not only qualitatively but
also quantitatively describes the experimental results with the same
pair of coefficients βc and βh, whose values are close to 1: βc = 3/4 and
βh = 2/3. It is important to note that the model describes significant
differences in the ionization wave velocity caused by various phys-
ical effects. As already noted, the coefficient βh corrects for, among
other things, the uncertainty related to absorbed laser energy frac-
tion. Among the results of the experiments under consideration, the
absorption efficiency was not discussed. However, with the help of
several other papers mentioned in Sec. I, it is possible to conclude
that about 15% of laser energy is lost due to linear reflection from the
solid elements of the pores and about 10% lost is due to nonlinear

stimulated Brillouin scattering in the produced plasma. Therefore,
the absorbed energy fraction in a porous substance can be consid-
ered to lie in the range 0.7–0.75. Bearing in mind the dependence of
the H-wave velocity on the intensity as Dh∝ I5/7, this range of values
of the absorbed energy fraction leads to a decrease in the velocity by
a factor of 0.8–0.85.

It should be noted that the constancy of the coefficients βc and
βh is substantiated below by comparing the model with experiments
in which laser pulses of simple temporal shapes such as square- or
trapeze-like were used. In the case of pulses with a complex tempo-
ral shape, this “universality” of βc and βh will be violated, because
the dependence of laser pulse intensity on time will make its own
contribution to the nonstationarity of the solution. In this case, a
simple model similar to that developed in this paper can be useful for
understanding the scaling relationships of ionization wave dynamics
in individual intervals of the laser pulse with characteristic intensity
values.

The ionization wave characteristics calculated according to the
1D solution and 2D corrections with the above-mentioned values of
βc and βh for the basic experiments are shown in Table II. In the
Gekko-12 experiment, the measured time for passage of the ioniza-
tion wave through a layer of fine-porous substance with a thickness
of 500 μm was 1.7 ns.21 This time corresponds to an average wave
velocity Dex ≈ 2.9 × 107 cm s−1 (290 μm ns−1), as shown in Table I.
In the accompanying 2D numerical calculations of Ref. 21, the wave
passage time through an equivalent layer of continuous matter was
about 0.7 ns, which corresponds to an average OI-wave velocity of
7.1 × 107 cm s−1 (710 μm ns−1). On the basis of these data, a com-
bined (experimental–calculated) value of the delay degree of 2.5 was
established in Ref. 21. The 1D solution for the Gekko-12 experiment
gives values of the 1D H-wave velocity and 1D OI-wave average
velocity of Dh ≈ 6.6 × 107 cm s−1 and Dca ≈ 1.25 × 108 cm s−1, respec-
tively (Table II). The 1D H-wave inhibits the ionization wave for a
time td ≈ 0.55 ns. The calculated time of ionization wave passage
was tp ≈ 0.76 ns, which is close to the deceleration time td. Thus, the
average ionization wave velocity Da ≈ 6.4 × 107 cm s−1 is slightly less
than the H-wave velocity (Dh ≈ 6.6 × 107 cm s−1). The delay degree
Dca/Dh for the 1D ionization wave is 1.93.
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TABLE II. Model results.a

1D solution 2D model

Experiment
Dh (107

cm s−1)
Dca (107

cm s−1)
td

(ns)
tp

(ns)
Da (107

cm s−1)
Dh∗ (107

cm s−1)
Dca∗ (107

cm s−1)
td∗
(ns)

tp∗
(ns)

Dca∗/
Dh∗

Da∗ (107

cm s−1)

Gekko-12 6.6 12.5 0.55 0.76 6.4 3 6.8 1.57 1.67 2.3 3
LIL 8.1 11.2 0.62 1.53 6.2 6.8 9.7 0.67 1.9 1.6 5.1
PALS
(4.5 mg cm−3) 15 95 1.17 0.25 15 9.8 76 2.4 0.39 7.8 9.8
aDh is the 1D H-wave velocity, Dca is the 1D OI-wave average velocity, td is the deceleration time for the 1D ionization wave, tp is the passage time of tjhe 1D ionization wave, tp/tc

is the delay degree for the 1D ionization wave, Da is the average velocity of the 1D ionization wave, Dh∗ is the 2D H-wave velocity, Dca∗ is the 2D OI-wave average velocity, td∗ is
the deceleration time for the 2D ionization wave, tp∗ is the passage time of the 2D ionization wave, Dca∗/Dh∗ is the delay degree for the 2D ionization wave, and Da∗ is the average
velocity of the 2D ionization wave.

Under the conditions of the Gekko-12 experiment21 with the
ratio S/L = 5, the 2D corrections leads to a significant decrease in the
effective laser intensity I∗ compared with the nominal one, especially
for the H wave: Ic∗ = 0.57I and Ih∗ = 0.32I. As a consequence, the
velocity of the 2D H-wave decreases by a factor of 2.2 to the value
Dh∗ ≈ 3 × 107 cm s−1, which practically coincides with that measured
in the experiment (2.9 × 107 cm s−1). The velocity of the 2D OI wave
decreases to a value of Dca∗ ≈ 6.8 × 107 cm s−1. Thus, the ionization
wave in the Gekko-12 experiment has a pronounced 2D character.
The 2D H wave decelerates the ionization wave during practically
the entire passage time: the deceleration time is td ≈ 1.57 ns and the
passage time is tp ≈ 1.67 ns. The calculated delay degree is 2.3, which
is very close to the value of 2.5 presented in Ref. 21.

The calculated 1D velocities for the LIL experiment do not sig-
nificantly change compared with those calculated for the Gekko-12
experiment. The 1D H-wave velocity increases in comparison with
the Gekko-12 case owing to an increase in laser intensity by 4/3 times
(from 3× 1014 to 4× 1014 W cm−2) to a value of Dh = 8.1× 107 cm s−1

in accordance with the dependence Dh ∝ I5/7 [see (7)]. Despite
the increase in laser intensity, the 1D OI-wave average velocity Dca
= 1.1 × 108 cm s−1 decreases slightly compared with the Gekko-12
case. This is explained by the fact that the OI wave with decreas-
ing velocity contributes more significantly to the ionization wave
velocity than in the Gekko-12 experiment, in which the layer thick-
ness of 500 μm is half that in the LIL experiment. The 1D H wave
inhibits the ionization wave for a time td ≈ 0.62 ns. The 1D ioniza-
tion wave passage time through the layer of thickness 1000 μm is tp
≈ 1.53 ns. This time, unlike that in the Gekko-12 experiment, signifi-
cantly exceeds the deceleration time td, and so the deceleration effect
in the LIL experiment is less pronounced. The delay degree for the
1D ionization wave is 1.65 (1.93 for the Gekko-12 experiment), and
the ionization wave velocity Dh = 6.2 × 107 cm s−1 is less than the
H-wave velocity (8.1 × 107 cm s−1).

In the LIL experiment with a focal spot radius of 1000 μm, i.e.,
ten times larger than that in the Gekko-12 experiment, the role of
the 2D effect is much less pronounced than in the Gekko-12 experi-
ment. At the ratio S/L = 1, the decrease in the effective laser intensity
I∗ compared with the nominal one is only about 1.3 times, for both
the H wave and the OI wave. As a result, the velocities of the 2D
waves decrease by only about 1.17 times to values of Dh∗ = 6.8
× 107 cm s−1 and Dca∗ ≈ 9.7 × 107 cm s−1. The ionization wave

in the LIL experiment is close to being 1D. The deceleration time
for the 2D ionization wave is td∗ ≈ 0.67 ns and the passage time
through a 1000 μm layer is tp∗ ≈ 1.9 ns. The delay degree for the 2D
wave is 1.6, i.e., practically the same value as in the case of the 1D
approximation. The calculated 2D ionization wave average veloc-
ity, Da∗ = 5.1 × 107 cm s−1, differs slightly from the measured value
(6 × 107 cm s−1).6

The velocities of the 1D OI wave and 1D H wave increase with
decreasing density ρ as Dh ∝ ρ−1and Dc ∝ ρ−7/5 [see (1) and (7)].
Therefore, in the PALS (4.5 mg cm−3) experiment, the calculated
1D-wave velocities significantly exceed the values for the Gekko-
12 and LIL experiments, in which the porous substance density is
10 mg cm−3. The 1D H-wave velocity is Dh = 1.5 × 108 cm s−1,
and the 1D OI-wave average velocity is Dc = 9.5 × 108 cm s−1. In
the layer of thickness 380 μm, the 1D H wave inhibits the ionization
wave during the entire passage time of tp ≈ 0.25 ns (the deceleration
time td in the boundless layer is 1.17 ns). Therefore, the 1D ioniza-
tion wave velocity is equal to the H-wave velocity. The delay degree
is 6.3, which is significantly greater than in the Gekko-12 and LIL
experiments. In the PALS (4.5 mg cm−3) experiment with a focal
spot radius of 150 μm and a layer thickness of 380 μm, the ratio
S/R = 2.5 is an intermediate value between those of the LIL and
Gekko-12 experiments. Under such conditions, taking into account
the significantly larger velocities of 1D waves, the role of the 2D
effect is small. It is only slightly greater than in the LIL experiment.
The effective laser intensities are Ic∗ = 0.86I for the OI wave and
Ih∗ = 0.71I for the H wave. As a result, the velocities of 2D
waves decrease to values Dh∗ = 9.8 × 107 cm s−1 and Dca∗ ≈ 7.6
× 108 cm s−1. The 2D H wave slows down the ionization wave during
the entire passage time tp∗ ≈ 0.39 ns (the deceleration time td∗ in a
boundless layer is 2.4 ns). Therefore, the 2D ionization wave velocity
is equal to the 2D H-wave velocity. The delay degree is 7.8, which is
significantly larger than in the Gekko-12 and LIL experiments. The
calculated ionization wave velocity of 9.8 × 107 cm s−1 exceeds the
measured value of 7.6 × 107 cm s−1.22,23 This difference is apparently
due to the fact that in the PALS (4.5 mg cm−3) experiment, the pulse
duration is less than the wave passage time (0.5 ns), and hence the
wave path in a small part of the layer is a damping one.

Thus, under the conditions of the Gekko-12 and PALS exper-
iments with relatively thin porous layers, the propagation times
of the ionization wave are shorter than the deceleration times td.
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FIG. 1. Pressure isoline distributions at moments of time 0.5, 1, and 1.3 ns (from left to right) after the beginning of the laser pulse. The porous layer initially occupies the
area from 100 to 600 μm.

Ionization waves propagate in a stationary mode with constant
H-wave velocities. Under the conditions of the LIL experiment with
an extended porous layer, the ionization wave propagates for a suf-
ficiently long time, exceeding the deceleration time. That is to say,
in this experiment, the nonstationarity of the solution associated
with the contribution of the OI wave is manifested. The result of
such a contribution of non-stationarity is that the wave propagation
velocity turns out to be less than the H-wave velocity.

In Figs. 1 and 2 as an illustration, the results are shown of
numerical simulations of 2D ionization waves under the conditions
of the Gekko-12 experiment. The calculations were performed using
the NUTCY-F code, which is one of the versions of the NUTCY
Eulerian code34,35 for the modelling of laser–plasma hydrodynamics
in an axisymmetric geometry. The NUTCY-F code uses the equa-
tion of state of partially homogenized plasma. Such an equation of
state takes into account the contributions to pressure from only the

FIG. 2. Pressure (black line) and temperature (red line) distributions along the
optical axis of the laser beam at the moment of time 1.3 ns. The porous layer
initially occupies the area from 100 to 600 μm.

homogenized part of matter. The nonhomogenized plasma, which
participates in the turbulent motion inside the pores, does not con-
tribute to the pressure. The partial density of a homogenized plasma
at a given moment of time at a given point in space is calculated
using the homogenization model,36 with the homogenization time
of an individual pore given by the expression (3). Figure 1 shows
the pressure isoline distributions at three moments of time 0.5, 1,
and 1.3 ns after the beginning of the laser pulse. A layer of fine-pore
substance (δ0 = 1 μm) with a density of 10 mg cm−3 initially occu-
pies the area from 100 to 600 μm. Figure 2 shows the pressure (black
line) and temperature (red line) distributions along the optical axis
of the laser beam at the moment of time 1.3 ns. The average veloc-
ity of the ionization wave along the optical axis is about Dh = 3.2
× 107 cm s−1, which practically coincides with the experimental
result. The velocity of the transverse shock wave is about (2.3–2.5)
× 107 cm s−1.

Now, with using the theoretical model, let us discuss the results
of the JLF and Shenguang III experiments, as well as the PALS
(9 mg cm−3) experiment with a layer of porous substance of den-
sity 9 mg cm−3. In the JLF experiments, the measured wave passage
time through a 442 μm thickness layer of large-pore substance with
a pore size of 25 μm is 1.4 ns. This time corresponds to the ioniza-
tion wave average velocity Dex ≈ 3.16 × 107 cm s−1 (316 μm ns−1)
shown in Table I. The length of geometric transparency of such
a substance, according to the expression (5), can be estimated as
L ≈ 300 μm. The remaining thickness S − L = 140 μm exceeds the
average pore size by 5.6 times, which makes it possible to apply the
developed model to describe ionization wave propagation in this
part of the layer. Compared with the Gekko-12 experiment, the 1D
OI-wave velocity decreases owing to an increase in laser wavelength
and an increase in density ρ, and the H-wave velocity decreases
owing to an increase in pore size and also an increase in density. The
1D OI-wave and 1D H-wave velocities are Dca ≈ 1.1 × 108 cm s−1

and Dh ≈ 2.2 × 107 cm s−1, respectively, The significant delay degree
of about 5 is the reason why the velocity of the 1D ionization wave
is equal to the 1D H-wave velocity. The 1D ionization wave travels
through a part of the layer with a thickness of S − L ≈ 140 μm during
the time of 0.64 ns.
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The 2D corrections give values of the effective laser intensity
Ic∗ = 0.77I for the OI wave and Ih∗ = 0.25I for the H wave. The 2D
effect is very significant for the H wave. The 2D OI-wave and 2D
H-wave velocities decrease (the latter especially strongly) to values of
Dc∗ ≈ 8.8 × 107 cm s−1 and Dh∗ ≈ 0.85 × 107 cm s−1. The delay degree
of 2D ionization wave increases to 10.3. The ionization wave veloc-
ity is equal to the 2D H-wave velocity. Hence, the wave passage time
of a layer with a thickness of 140 μm is 1.6 ns. This time is close
to the experimental value (1.4 ns), and in terms of the layer thick-
ness of 440 μm it gives a wave velocity of about 2.75 × 107 cm s−1

(3.16 × 107 cm s−1 in the experiment24).
In the PALS (9 mg cm−3) experiment, the measured ioniza-

tion wave passage time through a layer of thickness 400 μm is
1.4 ns, which significantly exceeds the duration of the laser pulse
(320 ps).22,23 This means that the wave propagates over most of
the layer as a damped one. In fact, the conditions of the PALS
(9 mg cm−3) experiment differ from those of the PALS (4.5 mg
cm−3) experiment, only by the twofold-increased density ρ. The laser
beam is the same. The layer thickness of 400 μm is only 20 μm greater
than that in the PALS (4.5 mg cm−3) experiment. A twofold increase
in density leads to the same decrease in the 1D H-wave velocity, and
a 2.64-fold decrease in the 1D OI-wave velocity compared with the
PALS (4.5 mg cm−3) experiment. These velocities during the pulse
action are Dh ≈ 7.5 × 107 cm s−1 and Dc ≈ 2.6 × 108 cm s−1. The
delay degree is 3.55. The velocities of 2D waves decrease to values
of Dh∗ ≈ 5.8 × 107 cm s−1 and Dc∗ ≈ 2.3 × 108 cm s−1. The delay
degree for the 2D ionization wave increases to 3.9. The 2D ioniza-
tion wave propagates with the H-wave velocity, and during the laser
pulse action it travels through part of the layer with a thickness of
185 μm. In the experiment, the ionization wave travels through a
layer of thickness 400 μm with a velocity of 2.85 × 107 cm s−1. Thus,
it can be concluded that the damped ionization wave after laser pulse
termination traverses a distance of 225 μm in the PALS (9 mg cm−3)
experiment with an average velocity of 2.05 × 107 cm s−1.

In the Shenguang III experiments, each surface of a layer of
fine-pore substance is irradiated by a pair of laser beams. The
layer thickness is 800 μm. The density of the substance is 10 or
12 mg cm−3. Each beam has an elliptical cross section and hits the
layer surface at an angle of 45○. On the surface, each beam has a
circular cross section of radius 250 μm. The area of overlap of the
beams on the layer surface is relatively small and its square is about
one-sixth of a single beam square. The intensity of each beam on the
layer surface is about 4 × 1014 W cm−2. The pulse duration is about
1 ns. In the experiment with a substance density of 10 mg cm−3, the
ionization wave propagates to a depth of 300–350 μm during the
action of the laser pulse (1 ns).25 This distance is less than half the
thickness of the layer. Both the OI wave and the H wave propagate
in the direction of laser beam incidence. Hence, the ionization wave
passage time through a layer is determined by the wave velocity com-
ponent directed normally to the layer surface, which is related to the
total wave velocity through the cosine of the angle of 45○.

To analyze the results of the experiments with the radiation
scheme described above, calculations using the 2D ionization wave
model are carried out for two cases with intensities of 4 × 1014

and 8 × 1014 W cm−2, respectively. In the first case, the ioniza-
tion wave velocity corresponding to the distance of 350 μm is about
4 × 107 cm s−1, which is in satisfactory agreement with the exper-
imental result. In the second case, the velocity is 7.6 × 107 cm s−1,

which is twice the experimental result. Hence, it can be concluded
that the two-beam scheme of irradiation of the layer surface used
in the Shenguang III experiment, at least from the point of view
of ionization wave initiation, is equivalent to irradiation with one
beam.

IV. LASER-DRIVEN GENERATION OF A PLANE
IONIZATION WAVE WITH PREDICTED VELOCITY
IN A LAYER OF SUBCRITICAL POROUS SUBSTANCE
OF GIVEN THICKNESS

The good agreement of the theoretical model with experimen-
tal results is an argument to apply the analytical solution (1)–(7) to
establish conditions for generating a flat laser-supported ionization
wave in a layer of porous substance of finite thickness. That is to
say, the plane ionization wave is, first of all, of interest for investiga-
tions related to ICF and EOS determination, where it is necessary to
know the parameters of the laser beam (pulse energy, pulse duration,
radiation wavelength, and focal spot radius) that initiates the propa-
gation of a plane ionization wave in a layer of porous material with
specified values of layer thickness, average substance density, and
structural parameters during the entire duration of the laser pulse.
Obviously, a laser pulse with minimal energy (optimal pulse) should
have duration equal to the time of wave passage through the layer.
As a criterion for generating such a plane wave, a beam diameter
equal to the layer thickness will be considered for the optimal pulse.
Further analysis will be carried out using the solutions (11) and (13),
taking into account (1), (7), and (10) for a fine-pore substance with
a pore size of 1 μm at atomic number A = 8 and charge Z = 4, which
corresponds to most of the experiments in Table I.

Figures 3 and 4 show the dependences of the delay degree tp/tc
(a) and wave passage time tp (b) on layer thickness S for two wave-
lengths (0.53 and 0.35 μm) and three densities ρ (10, 5, and 2 mg
cm−3) at laser intensities of 1014 W cm−2 (Fig. 3) and 1015 W cm−2

(Fig. 4). The passage time tp, equal to the optimal pulse dura-
tion, increases with decreasing laser intensity and wavelength, and
increases with increasing density ρ. For example, at a laser inten-
sity of 1014 W cm−2 and wavelength 0.35 μm for a layer of thickness
1000 μm, the pulse durations are 4.75 and 1.65 ns at the densities of
10 and 5 mg cm−3, respectively. At a wavelength of 0.53 μm, these
values increase to 7.4 and 1.91 ns, respectively. At a laser intensity of
1015 W cm−2 and wavelength of 0.35 μm for a layer with the same
thickness of 1000 μm, the pulse durations are 0.67 and 0.32 ns at
densities of 10 and 5 mg cm−3, respectively. The delay degree tp/tc,
as already discussed in Sec. II, all other things being equal, decreases
with increasing layer thickness. At a layer thickness of 1000 μm, the
ratio tp/tc is close to 1 over the entire wide range of changes in the
parameters of the problem. Note that the dependences of the pas-
sage time tp at the lowest density of 2 mg cm−3 are not distinguished
in the layers of thickness less than 1000 μm for both wavelengths in
both cases of laser intensity. At such a low density, the layer thickness
Sh for which the H wave decelerates the OI wave during the entire
passage time [see (16)] is greater than 1000 μm. The ionization wave
propagates with the H-wave velocity, which does not depend on thje
laser wavelength.

For the same values of substance density, laser intensity, and
wavelength as in Figs. 3–6 show the dependences of the optimal
pulse energy (the duration of the pulse is given by the data in Figs. 3
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FIG. 3. Dependences of delay degree tp/tc (a) and ionization wave passage time tp (b) on layer thickness S at a laser intensity of 1014 W cm−2 for two wavelengths 0.53 μm
(solid lines) and 0.35 μm (dotted lines) and for three densities 10 mg cm−3 (black lines), 5 mg cm−3 (red lines), and 2 mg cm−3 (green lines).

FIG. 4. Dependences of delay degree tp/tc (a) and ionization wave passage time tp (b) on layer thickness S at a laser intensity of 1015 W cm−2 for two wavelengths 0.53 μm
(solid lines) and 0.35 μm (dotted lines) and for three densities 10 mg cm−3 (black lines), 5 mg cm−3 (red lines), and 2 mg cm−3 (green lines).

and 4, and the beam diameter is equal to the layer thickness) and
average ionization wave velocity on the layer thickness S.

The optimal pulse energy, naturally, increases with layer thick-
ness. At a given layer thickness, the energy increases with increasing
density, laser intensity, and wavelength. For a layer of thickness
1000 μm, the optimal pulse with intensity 1014 W cm−2 and wave-
length 0.35 μm has an energy of 500 J at a density ρ = 2 mg cm−3

(Fig. 5), whereas the optimal pulse with intensity 1015 W cm−2 and
wavelength 0.53 μm has an energy of 6 kJ at a density ρ = 10 mg cm−3

(Fig. 6). The dependences of the average wave velocity for the low-
est density of 2 mg cm−3 are not distinguished in layers of thickness

less than 1000 μm for both wavelengths in both cases of laser inten-
sity. Accordingly, the dependences of the optimal pulse energy are
also not distinguished for the lowest density of 2 mg cm−3. As men-
tioned above, this is because the ionization wave propagates with
the velocity of the H-wave, which decelerates the ionization wave
at such a small substance density during the entire passage time.
At the higher densities of 5 mg cm−3 and, especially, 10 mg cm−3,
the effect of a decreasing wave velocity with increasing layer thick-
ness is manifested. This decrease is stronger, the longer is the laser
wavelength. This happens because at such large densities, the ioniza-
tion wave deceleration by the H-wave occurs only during the initial
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FIG. 5. Dependences of optimal pulse energy (a) and average ionization wave velocity (b) on layer thickness S at a laser intensity of 1014 W cm−2 for two wavelengths
0.53 μm (solid lines) and 0.35 μm (dotted lines) and for three densities 10 mg cm−3 (black lines), 5 mg cm−3 (red lines), and 2 mg cm−3 (green lines).

FIG. 6. Dependences of optimal pulse energy (a) and average ionization wave velocity (b) on layer thickness S at a laser intensity of 1015 W cm−2 for two wavelengths
0.53 μm (solid lines) and 0.35 μm (dotted lines) and for three densities 10 mg cm−3 (black lines), 5 mg cm−3 (red lines), and 2 mg cm−3 (green lines).

stage of wave propagation, and the decrease in the OI-wave velocity
is manifested over time.

V. CONCLUSIONS
An analytical solution has been found for the velocity of a

non-stationary plane ionization wave supported by a laser pulse of
time-constant intensity in a layer of low-Z porous substance of sub-
critical density. The solution is based on competition between the
ordinary ionization wave in a continuous medium and the wave of

homogenization of a porous substance. The solution gives the degree
of delay of the ionization wave in a layer of porous material com-
pared with an equivalent layer of continuous material as a function
of laser intensity and wavelength, layer thickness, average density,
and pore size of the porous substance.

2D corrections to the 1D solution have been estimated analyti-
cally under the conditions of experiments on laser beam interaction
with a porous layer. With such corrections taken into account, the
solution is in quantitative agreement with measured velocity of a
laser-supported ionization wave in a layer of porous substance in
various experiments.

Matter Radiat. Extremes 9, 016601 (2024); doi: 10.1063/5.0157904 9, 016601-11

© Author(s) 2024

https://pubs.aip.org/aip/mre


Matter and
Radiation at Extremes

RESEARCH ARTICLE pubs.aip.org/aip/mre

The validation of the 2D model by the available experimental
data indicates that the basic approach of the model in using a 1D
analytical solution for the velocity of a laser-supported ionization
wave is indeed appropriate for achieving the main goal of the paper,
namely, scaling of the absorbed laser energy transfer rate in a low-
density substance for application to ICF and EOS research.

The parameters of the laser beam (pulse energy and dura-
tion, beam radius) that ensure the generation of a plane ionization
wave with the predicted velocity in a layer of porous substance of
subcritical density are determined in the ranges of laser intensity
1014–1015 W cm−2 and wavelength 0.35–0.53 μm, which meet the
interests of practical applications in inertial confinement fusion and
equation of state research. Ionization wave velocity scaling is pre-
sented for an optimal laser pulse of duration equal to the time of
wave passage through the layer when the laser beam diameter is
equal to the porous layer thickness. Fine-pore substances with a pore
size of 1 μm and densities from 1 to 10 mg cm−3 have been consid-
ered. At a given layer thickness, the optimal pulse energy increases
with increasing density, laser intensity, and wavelength. For a layer
of thickness 1000 μm, there is an increase in pulse energy from 500 J
for a pulse with intensity 1014 W cm−2 and wavelength 0.35 μm at a
density ρ = 2 mg cm−3 to 6 kJ for a pulse with intensity 1015 W cm−2

and wavelength 0.53 μm at a density ρ = 10 mg cm−3. The depen-
dences of the average wave velocity and pulse energy for the lowest
density of 2 mg cm−3 are not distinguished in layers with thicknesses
less than 1000 μm for both wavelengths and both laser intensities.
The reason is that the ionization wave propagates with the velocity
of the homogenization wave, which decelerates the ionization wave
at such a low substance density during the entire passage time. At the
higher densities of 5 mg cm−3 and, especially, 10 mg cm−3, the effect
of decreasing wave velocity with increasing layer thickness is mani-
fested. This decrease is stronger at longer laser wavelengths, because
at such large densities the deceleration of the ionization wave by the
homogenization wave only occurs during the initial stage of wave
propagation.
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